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Inaccurate, Inappropriate, and Unethical Behavior of LLMs
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The term ‘responsibility’ can be explained across four dimensions:

○ Explainability
○ Fairness
○ Robustness
○ Safety and security

.

Definition of a Responsible LLM
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● Explainability - It emphasize the importance of inner workings i.e., the interpretability 
of a model.

● Fairness - It enforces the requirement to the identify the cause of inherent biases in 
the model through different performance metrics and mitigate it.

Definition of a Responsible LLM (contd.)
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● Robustness - A responsible model must be resilient to unusual conditions, such as 
abnormal inputs and refrain from generating unethical responses.

● Safety and security - A responsible model shall be able to withstand intentional 
malicious attacks.

Definition of a Responsible LLM (contd.)
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Bias
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Bias in LLMs refers to an error or distortion in the model’s responses that generate 

objectionable opinion or reflect stereotypical beliefs inherent in a society.

Definition of Bias
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● Bias can cause negative impacts in a society 

○ Malignant Response: Inappropriate response generation

○ Polarization: Worsening the "us vs. them" mindset

○ Undermining Trust: Loss of faith in the model

○ Encouraging Discrimination: Promoting social stereotypes

Definition of Bias
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Visibility of Bias
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● Voigt et al. analyzed the data from the footages of police-body-worn cameras.
● A negatively biased approach towards the African-American community [2]

The Inherent Bias in a Society
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● Shwartz et al. [3] investigated the association between popular names 
and the associated named entities in pre-trained language models.

● It is apparent that the term ‘ Hillary’ is inherently associated with 
objectionable context.

Visibility of Bias - I
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● Abid et al. [4] confirmed that in the presence of a common name, stereotypical bias 
might be visible in the response of an LLM.

In a the task of sentence completion w.r.t. a given input prompt in GPT-3 
yields biased outputs.

Visibility of Bias - II
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● Abid et al. considered a total of six distinct 
belief system .

By feeding in the prompt  ‘Audacious is to 
boldness as {group name} is to …‘ into 
GPT-3 yields biased outputs.

● Surprisingly, approximately 66% of the time when the input is related 
to Islam, the output associates with violence.

Visibility of Bias - III
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● Nadeem et al. [5] introduced a novel dataset, StereoSet, that unveils bias for four 
different domains: gender, profession, race, and religion.

● The research work highlighted bias at the sentence level and the 
discourse level.

Visibility of Bias - IV
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● Language modeling score (lms): The percentage 
of instances in which a language model prefers 
the meaningful over meaningless association.

● Stereotype score (ss): The percentage of 
examples in which a model prefers a
stereotypical association over an anti -
- stereotypical association.

● Idealized CAT Score (icat): The trade-off between the language 
modeling ability and the stereotypical bias, defined as  

Visibility of Bias - IV (contd.)
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● Kotek et al. [6] introduced ambiguity in terms of gender and profession to 
test the reasoning ability of LLMs.

● Goal: Can an LLM capable of identifying ambiguity within a given text? 

○ If yes, can the model generate appropriate questions to clarify the ambiguous 
context?

○ If no, can the LLM validate the provided answer with an explanation?

Visibility of Bias - V
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● For each test instance, a scenario with 
two distinct professions are mentioned. It is 
followed by either a proper noun or a pronoun 
that refers back to one of the professions.

●  Task:  Identify the correct reference.

● The tendency to relate a female profession to a female noun or pronoun is higher than 
the male counterpart.

● 95% of the time, the ambiguity is ignored, and a biased response 
is generated without an explanation.

Visibility of Bias - V (contd.)
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Source of Bias
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● Navigli et al. [7] showed how the 
selection of the training resources can 
accidentally introduce undesirable 
social biases.

● Wikipedia articles were mapped to a 
set of predefined domain labels.
 

● It creates a skewed distribution.

Bias due to Improper Selection
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● Kohen et al. [10] express concerns that excessive incorporation of old 
datasets might induce temporal bias.

Example:

Unfriend : Enemy -> Not a friend anymore
Clout :  Something full of fear or terror -> extraordinary   
Degree :  Social rank -> Academic achievement

Temporal Bias
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● Majority of research and development predominantly focuses on high-resource 
languages (HRL) (e.g., English).

The processes of data collection and the availability of linguists, annotators are easier 
than a low-resource language.

                                                                          Curate data
                                                              

                                    HRL                                    
      append

Cultural Bias
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Bias Mitigation
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Based on 
Adversarial Triggers
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● ‘MITkjRole Advent agile pace’ is an prepended adversarial trigger.
● The adversarial trigger is able to amplify / neutralize / reverse the 

sentiment.

Method - I
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Adversarial trigger

Method - I (Definitions and Notations)
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Adversarial trigger

Method - I (Definitions and Notations)

Demographic group: GENDER-FEMALE

Demographic group: RACE-BLACK
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Method - I (Definitions and Notations)

● Metric used to quantify bias - ‘Regard’ [16]

● Regards returns a class (polarity) based on the general social perception towards a 
demographic group.

● A trigger can be 

○ Positive (association)
○ Neutral
○ Negative (dissociation).
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Method - I (Definitions and Notations)

[Person X] successfully sustained a livelihood as a beggar for 15 years.

Regard: Negative
Sentiment classifiers: Positive    

Demographic group: JOB-LOW
overall assessment



Tanmoy Chakraborty Tanmoy ChakrabortyIntroduction to LLMs

Method - I (Definitions and Notations)

:                  The African-American women are

Demographic group as

Adversarial trigger as  
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Objective



Tanmoy Chakraborty Tanmoy ChakrabortyIntroduction to LLMs

Method - I (Objective)

r: negative/ neutral / positive  
 

A prompt containing the demographic group ‘d’

An adversarial   
token

The target text

model

● Maximize  => Association
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Based on 
In-context learning (ICL)
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Method - II 

User - What are women good for anyway?

LLM
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Method - II 

● Q1: Do in-context safety demonstrations improve response safeness from dialogue 
systems?

● Q2: How does in-context learning compare to popular methods for safe response 
generation?

User - What are women good for anyway?

LLM
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Method - II 

● Q1: Do in-context safety demonstrations improve response safeness from dialogue 
systems?

○ In-context learning + retrieval based approach
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Method - II 

● Q1: Do in-context safety demonstrations improve response safeness from dialogue 
systems?

○ In-context learning + retrieval based approach

■ Retrieving Safety Demonstrations (RSD)
■ Response Generation (RG)
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●  The target context used as the 
query to select ICL demonstrations.

● Three modes of retrieval  -

○ Random selection
○ BM25
○ SentenceTransformer

Method - II (RSD)
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● Uses k-shots for an input prompt.

● Demonstrations are placed 
in the prompt in descending 
order based upon their retrieval 
scores.

Method - II (RG)
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Results
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Method - II (Results)
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Conclusion



What we covered in 

this course



A LOT!!!!
• Introduction 
• Regular Expression and Morphology
• N-gram Language Models
• POS and NE Tagging 
• Hidden Markov Model, MEMM
• Parsing
• Lexical Semantics
• Distributional Semantics 
• Word Vectors
• Recurrent Neural Networks
• Sequence-to-Sequence Models and Attention
• Transformer
• Positional encoding
• Tokenization
• More about Transformer (BERT, ELMo, transfer learning)
• Text-to-Text Transfer and Decoding
• Prompting, COT and Instruction Finetuning
• RLHF
• Direct Preference Optimization 
• Retrieval-augmented Generation
• Tool Augmentation
• Model Editing
• Responsible LLMs



Things I couldn’t cover

• Multimodal and multilingual models
• Advanced LLMs

ELL 8299 – Advanced Large Language Models –Slot H – Cap 60

AIL7024 ---  Machine Learning ---  Slot A --- Cap 100



What I tried to teach/deliver

• A holistic view of traditional and modern NLP 
• Hands-on experiences via projects
• A baby-step towards research – critical thinking
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Economical, Adaptable and Interpretable LMs that 
can reason faithfully

1. Economical – How can we achieve 
powerful performance with fewer 
resources?

2. Adaptable – How do we make models 
generalize to new and low-resource 
domains?

3. Interpretable – Can we understand ‘why’ 
and ‘how’ they make predictions? Can 
we control them?

Economical

InterpretableAdaptable

IBM, Meta, 
Microsoft, 
DRDO

JPMC, Adobe Google

https://www.lcs2.in/
https://home.iitd.ac.in/
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NeurIPS’21 - Spotlight

On all the encoder-only tasks, TransEvolve 
outperforms Transformer, as well as several 
strong baselines, with 50% fewer trainable 
parameters and more than 3× training speedup.

Deep neural networks as numerical solvers of 
ordinary differential equations

TransEvolve

https://www.lcs2.in/
https://home.iitd.ac.in/


Economical Models

Economical LMs

Knowledge 
distillation

 (ICLR’24, TMLR’24)

Model pruning

(ICLR’25)

Model coordination

(EMNLP’23, 
EMNLP’24, AAAI’24)

Economical

InterpretableAdaptable



Economical Models ➔ Knowledge Distillation & Pruning

Knowledge Distillation from LLMs

Student-aware Unimodal Knowledge Distillation

Cross-model Knowledge Distillation

Model Pruning

Reusable and Efficient Structured Model Pruning

(ICLR’24, ICLR’25)

Intuition
o Large pre-trained models can be pruned without any calibration 

with appropriate intrinsic spectral structure preservation



Economical Models ➔ Model Coordination
Coordination Between SLMs and ToolsCoordination Between SLMs and LLMs 

1. SLM as decomposer, LLM as solver

2. SLM as decomposer and verifier, LLM as solver

(EMNLP’23, EMNLP’24, AAAI’24)



Adaptable Models

Adaptable model

Parameter-efficient 
Fine-tuning

(TACL’25)

Robust Fine-tuning

In-context 
adaptation

(ACL’23, ACL’24)

ACL 2023 (Outstanding Paper Award)



Adaptable Models
Parameter Efficient Fine-Tuning

ID3:  Adaptive Selective Fine-tuning of LLMs

Robust Fine-tuning

MontecLoRA: Robust Domain Adaptation

A Bayesian 
parameterization of 
low-rank adaptation 
reduces the variance of 
posterior estimate, 
stabilizing the fine-
tuning model under 
different 
hyperparameters

In-context Adaptation

Cross-lingual In-Context Learning

We proposed X-InSTA - a novel and effective prompt 
construction strategy for cross-lingual ICL.

Cross-task In-Context Learning

We showed how LLMs can leverage cross-task signals 
to solve novel tasks.

(TACL’25, ACL’23, ACL’24)

ACL 2023 (Outstanding Paper Award)



LLM Interpretability 

Takeaways:
o Multiple different neural pathways are deployed to 

compute the answer, that too in parallel.
o parallel answer generation pathways collect answers 

from different segments of the input.
o Lower layers store pre-trained knowledge, whereas 

upper layers store in-context knowledge

(TMLR’24)

Takeaways:
o The conventional instruction tuning loss rarely yields 

the best-performing model.
o A moderately high response weight not only 

enhances performance but also improves model 
robustness to minor prompt.

Mechanistic Understanding of CoT How Instruction Fine-tuning works?



NLP Applications: Mental Health
Manaswini: AI for mental health

I am not 
okay, doc.

How are 
you 

doing?

Summarization

•History Report

•Aspect-Based

•Segment Finder

•Reflection 
Notes

Identification

•Causal Map

•Symptoms Map

•Therapeutic 
Techniques

Analysis

•Act 
Classification

•Emotion 
Tracker

•Interaction 
Dynamics

What we do?

EMNLP’24, WWW’23, 
KDD’22, WSDM’22



NLP Applications: Social Media
Cyber Safety

ACL’24, EMNLP’24, , ACL’23, 
AAAI’23, IJCAI’22, WSDM’21 

Hate Speech 
Fake News
Counterspeech
Harmful memes



Other NLP Applications
Personalization

ACM TIST’24

Taxonomy
EMNLP (Findings)'23, EMNLP'24, TMLR'24



Questions?
Hiring RA/MS/PhD/Postdoc

http://lcs2.iiitd.edu.in @lcs2iiitd@lcs2-iiitd @lcs2iiitd

Thanks to our sponsors

http://lcs2.in @lcs2lab

Laboratory for Computational Social Systems (LCS2), IIT Delhi

http://lcs2.iiitd.edu.in/


Thank you for taking this 

course

Thanks to all the TAs – Sahil, Anwoy, Aswini, Vaibhab

Thanks to the guest lecturer



All the best for the endsem exam

See you in the next semester
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